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Figure 1 in “Short-term precipitation and temperature trends along an elevation gradient in Northeastern Puerto Rico” by Van Beusekom et al. (2015) was incorrect in the paper. The sites were incorrectly labeled and are corrected here in Table 1. The authors would like to thank Sheila Murphy (U.S. Geological Survey) for identifying this problem. Additionally, the station elevations reported in the paper were determined using differing methods that lead to slight inconsistencies in the elevations. To correct this, the elevations have been standardized using station \(x-y\) coordinates and elevation above mean sea level extracted from the U.S. Geological Survey 10-m DEM. Revised columns are shown in Table 1 here. The comparisons with the outside data source were reanalyzed using these locations and elevations, and the regressions of Sen’s slopes of the trends versus elevation were recomputed using these elevations. The results shown in Figure 10 (no relationship between temperature trends and elevation) remain the same. The results shown in Figure 9 change slightly. The relationship for all months’ precipitation with elevation should be
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The relationship for driest months’ precipitation with elevation should be $y = (2.05 \times 10^{-4})x + 0.10$ with a $p$ value of 0.001 for the slope and 0.013 for the intercept, with $y$ as the change in mean daily precipitation per year (mm) and $x$ as elevation (m). These are approximately a 3% reduction from the reported slopes of increasing change of mean daily precipitation with elevation. The individual station trends do not change, just the magnitude of the increase of the trends with elevation.
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ABSTRACT: As is true of many tropical regions, northeastern Puerto Rico is an ecologically sensitive area with biological life that is highly elevation dependent on precipitation and temperature. Climate change has the potential to increase the risk of losing endemic species and habitats. Consequently, it is important to explore the pattern of trends in precipitation and temperature along an elevation gradient. Statistical derivatives of a frequently sampled dataset of precipitation and temperature at 20 sites along an elevation gradient of 1000 m in northeastern Puerto Rico were examined for trends from 2001 to 2013 with nonparametric methods accounting for annual periodic variations such as yearly weather cycles. Overall daily precipitation had an increasing trend of around 0.1 mm day$^{-1}$ yr$^{-1}$. The driest months of the annual dry, early, and late rainfall seasons showed a small increasing trend in the precipitation (around
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There was strong evidence that precipitation in the driest months of each rainfall season increased faster at higher elevations (0.02 mm day$^{-1}$ more increase for 100-m elevation gain) and some evidence for the same pattern in precipitation in all months of the year but at half the rate. Temperature had a positive trend in the daily minimum (around 0.02°C yr$^{-1}$) and a negative trend in the daily maximum whose size is likely an order of magnitude larger than the size of the daily minimum trend. Physical mechanisms behind the trends may be related to climate change; longer-term studies will need to be undertaken in order to assess the future climatic trajectory of tropical forests.
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### 1. Introduction

Tropical ecosystems are widely recognized for their diversity of species that are highly dependent on climate, making them ecologically sensitive regions (Denslow 1987; Phillips and Gentry 1994; Vitousek 1998). Northeastern Puerto Rico (PR) is one such region. Recently, a series of regionwide studies have documented the wide distribution of microbe and animal characteristics (Cantrell et al. 2013; Richardson and Richardson 2013; Willig et al. 2013), soil dynamics (Ping et al. 2013; Silver et al. 2013), and vegetation properties (González and Luce 2013; Harris and Medina 2013; Weaver and Gould 2013). These distributions vary due to the climatic differences along the elevation gradient. Across the globe, projected climatic changes are expected to greatly change the distribution and diversity of species contained in tropical ecosystems (Halpin 1997; Scatena 1998).

However, it is not understood how these climatic changes will behave across an elevation gradient, and it is often assumed the spatial pattern of the climatic variables will stay the same in the future with climatic shifts occurring in a uniform proportional manner (precipitation) or uniform scalar manner (temperature) across elevation gradients (Enquist 2002; Hilbert et al. 2001; Wang et al. 2003). In this vein, there have been numerous studies published on the climatic trends in northeastern PR in totality (Burrowes et al. 2004; Comarazamy and González 2011; Greenland and Kittel 2002; Heartsill-Scalley et al. 2007) but not on the differences in the trends along an elevation gradient. Other studies have looked at existing climatic conditions along an elevation gradient (García-Martín et al. 1996; Waide et al. 2013) but not at the trends in the climatic variables.

The objective of this study was to fill some of the existing knowledge gap by examining the short-term trends in the climatic variables of precipitation and temperature along an elevation gradient of 1000 m from 2001 to 2013. Furthermore, trends along the elevation gradient of wettest and driest months of each rainfall season and maximum and minimum in daily temperatures were investigated to explore in which aspects observed trends in overall precipitation and temperature were realized. Results from this study highlight the possibility of differing patterns of climate change across elevation gradients in tropical ecosystems as a whole.

### 2. Study area

PR is the smallest of the Greater Antilles island chain, located in the northeastern Caribbean Sea (17°45′N, 66°15′W) (Figure 1). PR follows the Caribbean weather
pattern created by the easterly trade winds from the Atlantic Ocean (Larsen and Simon 1993). Interannual variability of rainfall is large due to broadscale storm patterns (Calvesbert 1970). In general, the Caribbean rainfall season is bimodal, with an early rainfall season (ERS; April–June) and a late rainfall season (LRS; August–November) (Briscoe 1966). In between (varying temporally by region) is the mild midsummer drought (Briscoe 1966; Comarazamy and González 2011; Curtis 2002). A longer and drier winter dry season (DS) occurs in December–March (Comarazamy and González 2011; García-Martín et al. 1996; Giannini et al. 2000; Taylor et al. 2002). Temperature in PR is fairly constant temporally throughout the year (Calvesbert 1970). Interannual climate changes occur in the area from the El Niño–Southern Oscillation (ENSO) on a cycle of 3–5 years (Murphy and Stallard 2012), from the North Atlantic Oscillation (NAO; Taylor et al. 2002) and the sea surface temperature (SST; Jury and Gouirand 2011) on a decadal cycle, from the Atlantic multidecadal oscillation (AMO) on a cycle of 10–20 years (Hodson et al. 2010), and on a quasi-decadal scale from the interaction of all of these (Gouirand et al. 2012).

The main island is approximately 8900 km² with a thin strip of coastal plains, 8–16 km wide, surrounding steep igneous upland. Thus, orographic effects are a
major control on temperature and precipitation (Larsen and Simon 1993). Other mesoscale phenomena, such as sea breezes, mountaintop convection, and standing gravity waves, affect the local weather with frequent smaller storms (Carter and Elsner 1997). There are four mountain ranges within PR. One of these ranges, the Luquillo Mountains, dominates the geomorphology of the northeastern part of the island. At 10–20 km, these mountains rise from sea level to 1075 m, going from an average temperature of 25°C at the bottom to 18.5°C at the top (García-Martinó et al. 1996). Northeastern PR is the wettest region of the island with annual rainfall over 4500 mm (12 mm day$^{-1}$) in the upper elevations, compared to an islandwide average annual rainfall of 1778 mm (5 mm day$^{-1}$) (Calvesbert 1970). The vegetation in the upper reaches of the Luquillo Mountains is in a cloud forest and thus processes about 10% more water than annual rainfall resulting from the condensation of cloud droplets on plants (Weaver 1972). Most of the Luquillo Mountains are protected as part of the El Yunque proclamation area.

The 20 observation sites for this study were selected to be along an elevation gradient from sea level to the top of the Luquillo Mountains (see Figure 1), as well as to be spatially inclusive of the entire northeastern area and thus represent the different Holdridge life zones in northeastern PR (Ewel and Whitmore 1973; Holdridge et al. 1971). These are the subtropical dry, subtropical moist, subtropical wet, subtropical lower montane, subtropical lower montane rain, and subtropical rain forest life zones (Weaver and Gould 2013; Weaver and Murphy 1990).

3. Methods

In this study, precipitation and temperature were first observed at each of the 20 sites (Figure 1), and statistics were derived from the observed data. The derived statistics were compared with an outside data source to find biases in the collection method. Second, the derived statistics of the data were examined to determine the lengths the components of the periodic variation, since periodic variation must be accounted for in trend detection. Third, the derived statistics of the data were inspected to search for departures from the common statistical test assumptions: Gaussian distributed and independent. Finally, the derived statistics were analyzed for trends with robust methods, taking into account findings of the first three steps.

3.1. Data collection

The precipitation period of record (POR) was 12 years: August 2001–July 2013. There was one rain gauge located at each of the 20 sites. The gauge catches were observed and recorded at a varying frequency. Typically, each gauge was observed at the beginning of each month and one or two other times during each month. The mean daily precipitation (mm day$^{-1}$) then was determined between observations, resulting in 2–3 mean daily estimates per month. Site-specific mean observation intervals are listed in Table 1. See Medina et al. (2013) for more information about the gauge design.

Data were recorded as total precipitation since the last observation. From the raw data, daily total precipitation values were derived from the observation amount and the number of days between observations, where the days between observations are all given the same mean daily precipitation. If a gauge had a known operational
failure, the mean daily values were considered missing. Other researchers have noted that rainfall events are generally small (median daily rainfall of 3 mm) but numerous (267 rain days per year) (Schellekens et al. 1999). Thus, assuming every day contributes to the total rain observed during an observation interval is not an extreme assumption. Table 1 lists site-specific percent mean daily values missing and percent derived from an observation interval of 3 weeks or greater.

The temperature POR was 12 years, from September 2001 to August 2013. HOBO temperature loggers collected data at each site at 30-min intervals. Daily median, daily minimum, and daily maximum values were derived from the 30-min data. A daily value was considered missing if a quarter or more of the 30-min observations is missing sequentially in that day.

Table 1. Summary of quality of data collected at each site. Daily values (DV) are derived mean daily in the case of precipitation and derived daily in case of temperature.

<table>
<thead>
<tr>
<th>Elev (m)</th>
<th>Site ID</th>
<th>Site name</th>
<th>Precipitation DV % missing</th>
<th>Precipitation mean obs interval (days)</th>
<th>Precipitation DV from obs with interval ≥ 3 weeks</th>
<th>Temp DV % reaching censored level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>Las Cabezas Dry</td>
<td>0.0</td>
<td>13.6</td>
<td>8.9</td>
<td>2.5</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>Las Cabezas Wet</td>
<td>0.7</td>
<td>13.6</td>
<td>8.5</td>
<td>6.7</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>Palmas del Mar</td>
<td>0.0</td>
<td>13.7</td>
<td>3.9</td>
<td>8.2</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>Humacao</td>
<td>0.0</td>
<td>13.1</td>
<td>7.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>Sabana Seca</td>
<td>0.0</td>
<td>14.1</td>
<td>8.4</td>
<td>6.9</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>Ceiba Dry North</td>
<td>0.0</td>
<td>13.8</td>
<td>5.7</td>
<td>5.6</td>
</tr>
<tr>
<td>23</td>
<td>9</td>
<td>Ford</td>
<td>0.0</td>
<td>13.8</td>
<td>7.0</td>
<td>9.8</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>Ceiba Dry South</td>
<td>0.0</td>
<td>14.0</td>
<td>7.6</td>
<td>4.5</td>
</tr>
<tr>
<td>81</td>
<td>10</td>
<td>Saint Just Botánico</td>
<td>1.6</td>
<td>13.9</td>
<td>5.9</td>
<td>13.4</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
<td>Jardin</td>
<td>0.0</td>
<td>12.5</td>
<td>5.9</td>
<td>7.0</td>
</tr>
<tr>
<td>265</td>
<td>13</td>
<td>Sabana 4</td>
<td>0.0</td>
<td>13.4</td>
<td>6.1</td>
<td>4.1</td>
</tr>
<tr>
<td>434</td>
<td>11</td>
<td>El Verde</td>
<td>0.0</td>
<td>13.5</td>
<td>6.5</td>
<td>4.2</td>
</tr>
<tr>
<td>525</td>
<td>12</td>
<td>Rio Grande</td>
<td>0.0</td>
<td>13.6</td>
<td>6.0</td>
<td>5.8</td>
</tr>
<tr>
<td>634</td>
<td>14</td>
<td>UPR Nido</td>
<td>0.2</td>
<td>13.1</td>
<td>8.3%</td>
<td>6.0</td>
</tr>
<tr>
<td>751</td>
<td>15</td>
<td>Pico del Este Lower</td>
<td>0.0</td>
<td>13.3</td>
<td>9.7</td>
<td>9.4</td>
</tr>
<tr>
<td>811</td>
<td>16</td>
<td>El Toro</td>
<td>0.4</td>
<td>13.6</td>
<td>7.8</td>
<td>8.2</td>
</tr>
<tr>
<td>902</td>
<td>17</td>
<td>Mount Britton</td>
<td>0.1</td>
<td>13.3</td>
<td>9.1</td>
<td>6.4</td>
</tr>
<tr>
<td>953</td>
<td>18</td>
<td>Pico del Este Upper</td>
<td>0.0</td>
<td>13.3</td>
<td>10.1</td>
<td>8.7</td>
</tr>
<tr>
<td>954</td>
<td>19</td>
<td>Pico del Oeste</td>
<td>0.0</td>
<td>13.2</td>
<td>9.7</td>
<td>7.0</td>
</tr>
<tr>
<td>1000</td>
<td>20</td>
<td>El Yunque</td>
<td>0.0</td>
<td>13.2</td>
<td>8.3%</td>
<td>9.7</td>
</tr>
</tbody>
</table>

* A daily value is considered missing if a quarter or more of the 30-min observations is missing sequentially in that day.
observations gave a measure of the accuracy of calculated daily temperature statistics (i.e., daily median, maximum, and minimum). See Table 1 for site-specific percentages of daily missing values and 30-min missing observations.

This study experienced a technical difficulty in that the temperature loggers became saturated above 38°C and temperatures greater than this were censored to 38°C. These censored observations thus affected calculation of the daily maximum temperature and the daily-mean temperature. The daily median temperature was not affected by the censoring since there was never a day in the POR where half of the 30-min observations are censored (nor is the daily minimum temperature affected). For this reason, the daily median was the preferred daily central tendency measure (CTM) over the daily mean for the study. See Table 1 for site-specific percentages of censoring.

**Comparison with an outside data source**

The data collected here were all collected with the same equipment by the same researchers. To assess any systematic error in the collection process, the data were compared to data from long-term National Weather Service (NWS) Cooperative Observer Program (COOP) stations. The COOP station data have been collected for different PORs, each by different researchers. Seven COOP stations are in the study area (see Figure 1 for locations). COOP stations report daily minimum temperature, maximum temperature, and precipitation.

To correlate the COOP station data with the site data collected in this study, the two datasets were transformed into equivalent formats. First, lapse rates were calculated with the COOP station data by fitting least squares regressions between the average daily minimum temperature, maximum temperature, and precipitation (averaged over each station’s POR) and the elevations of the seven stations. Then the four COOP station datasets from locations close to sites from this study were adjusted to the elevation of the nearby site with the lapse rates. The precipitation data at these four COOP stations were recomputed to mean daily values averaged over the same observation interval as the nearby site. Overlapping time periods of data between the adjusted COOP station data and the nearby site data (non-censored) were then compared.

The results of the comparison are in Table 2. There was a high correlation coefficient between the adjusted COOP station data and the nearby site data for temperature: in all cases, $R \approx 0.99$. Precipitation had a much lower correlation coefficient: for all cases, $R \approx 0.32$, which was expected because of the localized nature of precipitation patterns. The best-fit ratio of the COOP station data to the nearby site data for the minimum temperature averaged to about one over the four cases, but the best-fit ratio for the maximum temperature averaged to about 0.9. It is suspected that the temperature loggers were affected by radiant heating, even though they were not located in the sun. Previous researchers have found that HOBO dataloggers sheltered under canopy where the canopy is in the sun can be subject to elevated temperatures, overestimating open-air temperatures (Hartz et al. 2006) and, furthermore, absorbing this extra heat to become miniature greenhouses (Dunham et al. 2005). If radiant heating was a problem, then the derived daily maximum temperatures would be biased, but derived daily minimum temperatures (occurring during the night) should be close to accurate.
COOP station PR666992 was the most similar to its nearby site in precipitation and minimum temperature data (see the best-fit ratios in Table 2). Using this station as a proxy, derived maximum temperatures from all sites were linearly adjusted by multiplying the values by a correction factor of 0.87 (the best-fit ratio for the maximum temperature for these COOP stations and nearby sites; see Table 2). A further reason for using the correction factor of 0.87 was that this is the smallest ratio found among the five comparisons and thus resulted in the largest adjustment giving the most generous error bar on the data.

The solid gray line in Figure 2 shows a CTM of a day of 30-min temperatures observations in the first 6 years (first half) of the POR. The CTM here is the mean over all 20 sites and all of the days in the first half of the POR. The solid black line shows the same CTM for the second 6 years (second half) of the POR. The calculated statistics of maximum, median, and minimum of the “CTM day” are marked in solid circles, and means are marked in solid squares. These CTM days were affected by censoring. There is no way of knowing the shapes of the non-censored CTM days but, with a studywide average of 10.5% of the days affected by censoring (see Table 1), assuming generously that every 30-min temperature that was observed at the saturation temperature was actually 5°C higher, the maximum temperatures of the two CTM days would be only 0.5°C larger than shown. So, an assumption was made here that the shapes of the noncensored CTM days would not be too different from that of the censored CTM days shown in Figure 2.

Satterlund et al. (1983) developed an equation for the temperature at every hour using only the maximum and minimum temperature and hours of rising temperature. Using the equation with the calculated minimum CTM day temperature and the linearly adjusted maximum CTM day temperature with correction factor of 0.87, an adjusted CTM day profile was computed. This is shown in the dashed gray and black lines in Figure 2, for the first and second half of the POR, respectively. The linearly adjusted maximum temperatures are shown as open circles; the minimum temperatures for the adjusted CTM days are necessarily the same as for the observed CTM days. With these adjusted CTM days, medians and means were

<table>
<thead>
<tr>
<th>COOP station ID</th>
<th>Elev of COOP station (m)</th>
<th>COOP temp and precipitation DV % missing</th>
<th>Nearby site ID</th>
<th>Nearby site elev (m)</th>
<th>Best-fit ratio: COOP*/site max temp DV R ~ 0.99</th>
<th>Best-fit ratio: COOP*/site min temp DV R ~ 0.99</th>
<th>Best-fit ratio: COOP*/site mean** precipitation DV R ~ 0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR664276</td>
<td>49</td>
<td>2.4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PR665064</td>
<td>65</td>
<td>1.4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PR669521</td>
<td>35</td>
<td>6.1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PR666992</td>
<td>1051</td>
<td>77.0</td>
<td>18</td>
<td>953</td>
<td>0.87</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>PR668306</td>
<td>28</td>
<td>47.0</td>
<td>10</td>
<td>81</td>
<td>0.89</td>
<td>0.95</td>
<td>0.56</td>
</tr>
<tr>
<td>PR668412</td>
<td>10</td>
<td>39.9</td>
<td>3</td>
<td>26</td>
<td>0.91</td>
<td>1.09</td>
<td>0.60</td>
</tr>
<tr>
<td>PR668812</td>
<td>3</td>
<td>0.0</td>
<td>9</td>
<td>23</td>
<td>0.89</td>
<td>1.06</td>
<td>0.47</td>
</tr>
</tbody>
</table>

* COOP station data are adjusted to the elevation of the nearby site with the least squares lapse rate calculated from all seven COOP station POR means for daily minimum temperature, maximum temperature, and precipitation.
** COOP station data are averaged to the same interval as the site data.
3.2. Determination of length of cycle and components of periodic variation

To use the most information available, it is desirable to look for trends using data from each periodic component in a cycle and account for this periodic variation, instead of simply taking yearly averages of data and throwing out the periodic components of the data (Shao and Li 2011). To perform the former, the length of a cycle and each periodic component must first be determined before attempting trend detection.
It is commonly assumed in trend tests on climate variables that the dominant cycle or the length of the dominant periodicity is 1 year and the longest periodic component that can be expected to behave the same from cycle to cycle is 1 month (e.g., ElNesr et al. 2010; Partal and Kahya 2006). For example, this means that January climate from 1 year is comparable to January climate from another year but not to February climate from another year. However, the longest periodic component could hypothetically be longer or shorter than 1 month, and the dominant cycle could be longer or shorter than 1 year (Machiwal and Jha 2009; Serra et al. 2001; Valdez-Cepeda et al. 2012).

As discussed earlier, yearly precipitation in PR has a generally bimodal pattern, with a winter dry season, an early rainfall season, and a late rainfall season (Angeles et al. 2007; Briscoe 1966; Comarazamy and González 2011; García-Martinó et al. 1996; Giannini et al. 2000; Taylor et al. 2002). There is a brief midsummer drought between the ERS and LRS. The regional variability of the timing and magnitude of the midsummer drought, ERS, and LRS means that the bimodal pattern does not show up as a signal with the same frequency in every location (Briscoe 1966; García-Martinó et al. 1996; Zalamea and González 2008). Also, the effects of ENSO give interannual variability to the bimodal pattern even in the same region (Curtis 2002; Giannini et al. 2000). Thus, precipitation averaged over a region and a number of years will exhibit some smoothing of the yearly bimodal signal. The solid gray lines in Figure 3 show such a signal; these are the CTM of a year of the derived mean daily precipitation in the first 6 years (first half) of the POR. The CTM here is the mean over all 20 sites and all of the days in the first half of the POR. The thin line is the mean of the mean daily data, and the thick

![Figure 3. Solid thin lines show CTM of the mean of derived mean daily precipitation over the first half and second half of days in POR, over all sites. Solid thick lines show CTM smoothed with a 14-day moving average. Dashed lines and shaded regions delimitate 4-month terms of DS, ERS, and LRS.](image-url)
The solid black lines show the same CTM for the second 6 years (second half) of the POR, with the thick line the mean daily data and the thick line the 14-day moving average. Roughly, the DS, ERS, and LRS can be broken into 4-month terms of December–March, April–July, and August–November, respectively, as shown in Figure 3.

Computing the power spectral density (PSD) of a time series is useful in determining the frequencies of the cyclic components of the data (Baldocchi et al. 2001; Gelpi and Norris 2005; Pelletier 2002; Richards et al. 2009; Wu et al. 2002). Here, the estimation of the PSD was done using the sine multitapers in which the number of tapers (and hence the resolution and uncertainty) vary according to spectral shape (Prieto et al. 2007; Riedel and Sidorenko 1995).

The PSDs of the monthly average mean daily precipitation and the monthly average daily median temperature for each of the 20 observation sites are shown in Figure 4 for the entire POR. The frequency ranges of the large-scale influences (AMO, NAO, SST, and ENSO cycle) and the regional influences (annual cycle and bimodal precipitation cycle) are marked on the plots, as well as frequency range of local effects. The frequency range of the influences by the bimodal precipitation and local effects are less certain than the others, so they are denoted with a dashed line.
by the maximum power. The confidence intervals shown here are estimated in the simplest way possible from the number of degrees of freedom (two per taper) with 90% coverage (Prieto et al. 2007; Riedel and Sidorenko 1995). Precipitation data were averaged to each month so the signal is not affected by the observation interval since almost all observation intervals are shorter than a month. Temperature data were averaged to each month to ensure comparability between the plots. The PSDs of daily median temperature not averaged monthly but instead calculated with daily data do not look much different (not shown).

The PSDs showed agreement with previous research that PR has a periodic component to its precipitation that is less than 1 year. Each observation site had power at the 1-yr cycle but peaked in power at a period between less than 1 year and more than 4 months. In contrast, the PSDs for median temperature all peaked in power around 1 year and drop off in power at shorter periods (higher frequencies). The PSDs for daily maximum and daily minimum temperatures (not shown) looked very similar. Temperature was thus analyzed in the traditional way with a cycle of 1 year and 12 periodic components of 1 month. Precipitation was analyzed with a cycle of 1 year and 12 periodic components of 1 month but also with a cycle of 1 year and three periodic components of 4 months [the rainfall seasons of DS (December–March), ERS (April–July), and LRS (August–November)]. If the PSDs for precipitation had all showed a distinct 6-month peak in power, the precipitation could have been analyzed with a cycle of 6 months instead of 1 year. Since the peaks are slightly different for each site, a cycle of 1 year and an alternative periodic component of 4 months representing the rainfall seasons of DS, ERS, and LRS were chosen for analysis.

Figure 5 shows an example at one site of the selecting the wettest month and the driest month of each rainfall season (DS, ERS, and LRS) to analyze for trends versus selecting a fixed generally wet month and generally dry month in each rainfall season. The black line in each plot shows the observed daily rainfall at site 20 over the entire POR. In the top plot, the observations that occurred in the driest month of each rainfall season are marked with light gray triangles and the observations that occurred in the wettest month of each rainfall season are marked with dark gray squares. Similarly, in the bottom plot, the observations that occurred in the generally driest month of each rainfall season (chosen from Figure 3 as March, July, and October) are marked with light gray triangles and observations that occurred in the generally wettest month of each rainfall season (chosen from Figure 3 as February, June, and September) are marked with dark gray squares. The high points of the data are marked much more often with the method used in the top plot (and likewise the low points) than in the method used in the bottom plot.

The rainfall seasons are known to shift spatially (from site to site) and temporally (from year to year) because of the effects of ENSO (Briscoe 1966; Curtis 2002; García-Martínó et al. 1996; Giannini et al. 2000; Zalamea and González 2008). This study aimed to calculate a measure of the trends of the drier and wetter months over the entire POR; thus, any method that assumed the rainfall seasons are the same spatially and temporally, such as the method illustrated in the bottom plot of Figure 5, was not desirable. Similarly, analyzing the trend in the driest months by only considering the designated DS (December–March)—or alternatively the trend in the wettest months by only considering the designated ERS and LRS—would suffer from the spatial and temporal variability of the rainfall seasons.
Figure 5. (top) For site 20, the observed daily rainfall is shown as a black line, with the observations that occurred in the driest month of each rainfall season (DS, ERS, LRS) marked with light gray triangles and the observations that occurred in the wettest month marked with dark gray squares. (bottom) The same data with the observations that occurred in the generally driest month of each season (chosen from Figure 3 as March, July, and October) marked with light gray triangles and the observations that occurred in the generally wettest month of each season (February, June, and September) marked with dark gray squares.
Therefore, in this study the maximum monthly precipitation in each 4-month periodic component (the rainfall seasons DS, ERS, and LRS) designated that month as a “wettest month” and the minimum monthly precipitation in each 4-month periodic component designated that month a “driest month.” The wettest months and driest months were analyzed for trends over the POR; all of the months of data belonging to the 12 monthly periodic components were also analyzed for trends over the POR in the “all months” analysis. Each set of yearly realizations of the periodic components (12 months or 3 rainfall seasons) was analyzed for trends by separately by periodic component, and the results were summed into a single test statistic in an intrablock method of trend detection, discussed in more detail later.

A CTM of the all-months, driest-months, and wettest-months mean daily precipitation along the elevation gradient at each of the observation sites and the COOP stations (only for all months) is shown in Figure 6. This CTM is the mean over the entire POR. The solid lines are the linear least squares regressions to the site CTMs versus elevation. Dashed dark gray line is the solid gray line after linear adjustment by 0.87.

Therefore, in this study the maximum monthly precipitation in each 4-month periodic component (the rainfall seasons DS, ERS, and LRS) designated that month as a “wettest month” and the minimum monthly precipitation in each 4-month periodic component designated that month a “driest month.” The wettest months and driest months were analyzed for trends over the POR; all of the months of data belonging to the 12 monthly periodic components were also analyzed for trends over the POR in the “all months” analysis. Each set of yearly realizations of the periodic components (12 months or 3 rainfall seasons) was analyzed for trends by separately by periodic component, and the results were summed into a single test statistic in an intrablock method of trend detection, discussed in more detail later.

A CTM of the all-months, driest-months, and wettest-months mean daily precipitation along the elevation gradient at each of the observation sites and the COOP stations (only for all months) is shown in Figure 6. This CTM is the mean over the entire POR. The solid lines are the linear least squares regressions to the site CTMs versus elevation. Dashed dark gray line is the solid gray line after linear adjustment by 0.87.

In temperature, there is a cyclic signal shorter than 1 year, the daily diurnal heating and cooling signal. Methods of trend detection can only deal with one cycle and one shorter season, so this signal has to be removed from the data. To this end, the analysis here dealt with the derived daily median, minimum, and maximum temperatures and not the 30-min temperature observations directly. Again, all of the months of temperature data belonging to the 12 monthly periodic components were analyzed for trends over the POR. A CTM of the median, minimum, and maximum daily temperature along the elevation gradient at each of the observation
sites and the COOP stations (only for maximum and minimum) is shown in Figure 6. This CTM is the mean in the case of the median and minimum temperatures and the median in the case of the maximum temperatures over the entire POR. The median maximum is shown so as not have the CTM biased by the censoring (less than half of the maximum daily temperatures were derived from censored observations). The solid lines are the linear least squares regressions to the site CTMs versus elevation (not the COOP station CTMs). Again, these regressions were highly significant, with $p$ values much less than 0.001. The dashed dark gray line shows the linear least squares regression line after multiplication by 0.87, the correction factor calculated from comparison to the COOP station data discussed previously. As expected, this line matches the COOP station daily maximum CTM values much better than the original linear least squares regression line.

### 3.3. Departures from common statistical test assumptions

For many common statistical trend tests, Gaussian and independent distributed data are assumed. If these assumptions are violated, alternative tests must be used. For data that are non-Gaussian, using a parametric trend detection method such as the $t$ test and fitting a least squares trend line will exaggerate the significance of the trend (van Belle and Hughes 1984; Hirsch and Slack 1984; Machiwal and Jha 2009). However, if the data are indeed Gaussian and a nonparametric test is used, the nonparametric test has less power than the appropriate parametric test and thus it will be more likely that the test will not indicate a trend when in fact the generating process did have a trend. If data are assumed independent and are actually positively autocorrelated, there is an increased chance of a significant trend being detected when in actuality there is no trend (Bayazit and Önöz 2007; Cox and Stuart 1955; Hamed and Rao 1998; Hirsch and Slack 1984; Yue and Wang 2004; Yue et al. 2002; Zhang and Zwiers 2004). Conversely, assuming positive autocorrelation when the data are independent or negatively autocorrelated will result in increased chance of not detecting a true significant trend. Thus, it is very important to examine the distribution of the data and the independence or autocorrelation of the data before performing any trend tests.

#### 3.3.1. Distribution of data

It has been long accepted that a Gaussian distribution does not best fit precipitation intensity, because of the improbability of negative events and the nonzero probability of infinitely large events (Buishand 1978; Katz 1977; Mielke 1973; Smith and Schreiber 1974; Todorovic and Woolhiser 1975; Woolhiser and Pegram 1979). The normalized PDFs of the three derived precipitation statistics for this study were estimated with the method of Silverman (1986) and are shown in black lines in Figure 7, for all 20 sites, along with the normalized Gaussian PDF in gray. The data at each site was normalized with a method robust to outlier influence; the median was subtracted and the result was divided by the median absolute deviation (MAD). The estimated PDFs do not look Gaussian.

The normalized estimated PDFs of the three derived temperature statistics are shown in black lines in Figure 8, for all 20 sites, again along with the normalized Gaussian PDF in gray (note the scale change on the plots). Again, the distributions
do not look Gaussian. Mean daily temperature has long been shown to have a Gaussian distribution (Thom 1952), but statistics of extreme temperature values (e.g., minimum, maximum) usually have a generalized extreme value distribution and are therefore non-Gaussian (Coles et al. 2001; Dixon 1950; Fisher and Tippett 1928; Gumbel 2012; Hughes et al. 2007; Jenkinson 1955; Smith 1989). Sample quantiles such as the median are also known to have non-Gaussian distributions (Kendall 1940; Noether 1948; Thompson 1936; Wilks 1948). Furthermore, censoring of the temperature observation would make distributions of the derived

Figure 7. Black lines are estimated PDFs of normalized derived precipitation statistics (mean daily for all months, driest months, and wettest months) for each site, plotted on top of each other. The normalization is done for each site by subtracting the median and dividing by the MAD. The gray line is the normalized Gaussian PDF.

Figure 8. Black lines are estimated PDFs of normalized derived temperature statistics (daily median, minimum, and maximum) for each site, plotted on top of each other. The normalization is done for each site by subtracting the median and dividing by the MAD. The gray line is the normalized Gaussian PDF.
median and maximum non-Gaussian, even if the true median and maximum had a Gaussian distribution.

### 3.3.2. Independence or autocorrelation of data

The particularities of the data as discussed above means trend detections should be done with a nonparametric test that takes periodic variation into account and can handle censored and missing data. Thus, this study used the seasonal Mann–Kendall (SMK) test (Hirsch and Slack 1984; Hirsch et al. 1982). The advantages and disadvantages of the SMK test will be discussed in the next subsection. The test uses one observation (in this case, an “observation” of the derived statistic of precipitation or temperature) per periodic component (referred to by the SMK test as the “season”) per cycle (in this case 1 year), and multiple observations in the same periodic component (in this case daily values) are averaged to make one periodic component observation. Again, in all temperature analysis and in the all-months precipitation analysis, a periodic component was 1 month. In the driest-months and wettest-months precipitation analyses, a periodic component was 4 months (the rainfall seasons of DS, ERS, and LRS) and the observation for the periodic component was the average mean daily precipitation from the driest or wettest of the 4 months, respectively.

Thus, the derived statistics only needed to be tested for independence in average values independent from one periodic component to the next periodic component. For each site, the Ljung–Box test was performed on the time series of average periodic-component-derived statistics of the precipitation and temperature data to test for autocorrelation at lag 1 (one unit is one periodic component). For details of the test, see Ljung and Box (1978). The data were said to be autocorrelated if the \( p \) value is less than 0.10. For all sites, all three of the average monthly (the periodic component)-derived statistics of temperature were found to be autocorrelated in the positive direction. For the average monthly (the periodic component)-derived statistics of precipitation analyzed for all months, some sites showed positive autocorrelation and some sites showed negative autocorrelation. For the average seasonally (the alternative periodic component)-derived statistics of precipitation analyzed for driest and wettest months almost all sites were found to be independent. This was to be expected since the data here might be 4 months apart in time.

### 3.4. Trend detection with periodic variation

The last step was to choose an appropriate method for detecting trends with periodic variation, taking into account the findings presented in the earlier subsections. The Mann–Kendall (MK) test is a intrablock ranking test that is powerful while being robust against missing, censored, and non-Gaussian data (van Belle and Hughes 1984; Kendall 1975; Mann 1945). It can be modified to deal with periodic and autocorrelated data in the form of the SMK test corrected for autocorrelation (Hirsch and Slack 1984; Hirsch et al. 1982). This study used the SMK test, and if a significant trend was detected, a version of the Sen’s slope estimator (taking into account periodic variation) was used to calculate a linear trend (Hirsch et al. 1982; Sen 1968; Thiel 1950). Note that the Sen’s slope estimator calculates a linear trend, thus assuming the detected trend is linear, but the SMK test finds only
if any monotonic trend is present, linear or not (Martínez et al. 2010; Serra et al. 2001; Tayanç and Toros 1997).

Let \( X_{1g}, X_{2g}, \ldots, X_{ng} \) be a sequence of observations (the data) of \( n \) years ordered by time, for periodic component \( g \) (with \( p \) total periodic components). If there is more than one observation in a periodic component \( g \) and year \( i \), then \( X_{ig} \) is the average of all observations (i.e., if the original observations are made daily, an observation of a month-long periodic component \( X_{ig} \) would be the average of the daily observations for that month). The periodic components are called “blocks” in SMK terminology. Then the SMK test is computed by calculating test statistics \( S_g \) on each block 1, 2, \ldots, \( p \) of data separately; the overall test statistic \( S \) combines the individual test statistics so that no cross-block comparisons are made,

\[
S = \sum_{g=1}^{p} S_g \quad \text{where} \quad S_g = \frac{n-1}{n} \sum_{k=1}^{n} \sum_{j=k+1}^{n} \text{sgn}(X_{jg} - X_{kg})
\]

with \( \text{sgn}(x) = \begin{cases} +1 & \text{if } x > 0 \\ 0 & \text{if } x = 0 \\ -1 & \text{if } x < 0 \end{cases} \)

\[ \text{var}[S] = \sum_{g} \sigma_g^2 + \sum_{g,h, g \neq h} \sigma_{gh}, \quad (1) \]

where \( \sigma_g^2 = \text{var}[S_g] \) and \( \sigma_{gh} = \text{cov}(S_g, S_h) \). The variance of \( S_g \) with tied and missing values is computed in Hirsch and Slack (1984). There is controversy on how to best use an MK test with autocorrelated data without stripping any potential trend (e.g., Bayazit and Önoz 2007; Hamed and Rao 1998; Yue and Wang 2004; Yue et al. 2002; Zhang and Zwiers 2004); here the variance of the test statistic is modified if autocorrelation exists following Hirsch and Slack (1984). Helsel and Frans (2006) extended the SMK test [Equation (1)] to the regional SMK (RSMK) test using sites as well as the periodic components as the blocking variable \( g \). Periodic component fluctuations are not always constant over time so using intrablock methods instead of trying to remove the periodic variation with functional adjustment is the preferred technique here (Zhang and Qi 2005). Sen’s slope estimator \( Q \) modified for periodic variation is the median of all pairs in all periodic components,

\[
Q = \text{median} \left( \left[ \left[ \left[ \left( X_{jg} - X_{kg} \right) \right]_{j=1}^{n} \right]_{k=1}^{n-1} \right]_{g=1}^{p} \right).
\]

The SMK test was performed for each site and the RSMK test was performed for northeastern PR as a whole, all for each of the six derived statistics (mean daily for all-months, driest-months, and wettest-months precipitation and daily median, minimum, and maximum temperature). So, if the \( p \) value was less than or equal to a set level \( \alpha \), the trend was considered significant. As described earlier, the daily maximum temperature (but not daily minimum or median temperature to a large extent) suffered from being derived from censored 30-min temperatures and also from potential radiant heating of the sensors possibly linearly inflating the derived values (see Tables 1 and 2 and Figure 2). The SMK and RSMK tests are robust to the censoring at the same level, and any monotonic increase in the data will not affect the ranking in Equation (1), so the tests of possible trend were resistant to these problems.
However, Sen’s slope estimator in Equation (2) was affected by these problems. Sen’s slope must therefore be reported as a range for the daily maximum temperatures. Sen’s slope was estimated using the daily maximum temperatures from the observed 30-min temperatures, from the observed 30-min temperatures with the censored values increased to the maximum possible true value (100°C), and from the observed 30-min temperatures linearly adjusted by the correction factor 0.87 (from Table 2).

A larger p value cutoff of \( \alpha = 0.10 \) was chosen for this entire study over the more traditional 0.01 or 0.05 because many of the climate trend studies covering PR (Burrowes et al. 2004; Greenland and Kittel 2002; Heartsill-Scalley et al. 2007; Stephenson et al. 2014; Torres-Valcárce et al. 2014; Vose et al. 2005) have used a t test and fit a least squares trend line, which exaggerates the significance of the trend, reporting a reduced p value, for non-Gaussian datasets.

4. Results

Results for the SMK tests with significant two-sided trend analyses at the \( \alpha = 0.10 \) level are given in Table 3, and results for the RSMK tests are given in Table 4.

4.1. Regional and elevation gradient patterns of precipitation trends

In the derived precipitation statistics, the RSMK test at the \( \alpha = 0.10 \) level found significant regional trends for mean daily months and driest months (of the rainfall seasons of DS, ERS, and LRS) (see Table 4). The RSMK test did not find a significant regional trend for mean daily wettest months. This was expected since the SMK test only found one site with a significant trend (see Table 3). The data were positively autocorrelated between blocks in the regional compilation of each of the three derived precipitation statistics. For mean daily all-months and driest-months precipitation, Sen’s slopes were estimated at each site and are shown plotted against site elevation in Figure 9. No plot was made of Sen’s slopes against elevation for mean daily wettest-months precipitation. Sen’s slopes from sites with significant trends detected by the SMK test at the \( \alpha = 0.10 \) level are shown in solid circles in Figure 9; sites with insignificant (but contributing to the significant regional trend) trends are shown in open circles. A linear least squares regression line was fit to only the Sen’s slopes at sites with significant trends and is shown in Figure 9.

The Sen’s slope (the linear trend) estimated for the whole region mean daily all-months precipitation was slightly more positive than that of the whole region mean daily driest-months precipitation (see Table 4). The \( p \) value after adjustment for autocorrelation for both was less than 0.10. The linear least squares regression of the sites with significant trends results for all-months precipitation had a positive slope of the linear trends with elevation that was not particularly significant (\( p \) value = 0.139) (see Table 4 and the top plot of Figure 9). However, for driest-months precipitation, the linear least squares regression of the sites with significant trends results had a 3 times larger slope of the linear trends with elevation that was highly significant (\( p \) value = 0.001) (see Table 4 and the bottom plot of Figure 9).
Table 3. Sen’s slopes for sites with significant trends detected at the $\alpha = 0.10$ level.

<table>
<thead>
<tr>
<th>Elev (m)</th>
<th>Site ID</th>
<th>Sen’s slope change in mean daily all-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen’s slope change in mean daily driest-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen’s slope change in mean daily wettest-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen’s slope change in daily median $T$ (°C yr$^{-1}$)</th>
<th>Sen’s slope change in daily min $T$ (°C yr$^{-1}$)</th>
<th>Sen’s slope change in daily max $T$ (°C yr$^{-1}$)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.29 (−0.22) −0.19</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.32 (−0.26) −0.23</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>0.11</td>
<td>—</td>
<td>—</td>
<td>0.09</td>
<td>0.12</td>
<td>−0.56 (−0.40) −0.35</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.07</td>
<td>—</td>
<td>−0.82 (−0.51) −0.44</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>—</td>
<td>0.04</td>
<td>0.25</td>
<td>0.07</td>
<td>0.12</td>
<td>−0.56 (−0.50) −0.43</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.21 (−0.21) −0.19</td>
</tr>
<tr>
<td>23</td>
<td>9</td>
<td>0.16</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>81</td>
<td>10</td>
<td>0.09</td>
<td>0.08</td>
<td>—</td>
<td>−0.04</td>
<td>—</td>
<td>−0.46 (−0.31) −0.27</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.41 (−0.41) −0.35</td>
</tr>
<tr>
<td>265</td>
<td>13</td>
<td>0.20</td>
<td>0.20</td>
<td>—</td>
<td>−0.05</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>434</td>
<td>11</td>
<td>0.32</td>
<td>0.26</td>
<td>—</td>
<td>0.04</td>
<td>0.04</td>
<td>−0.19 (−0.19) −0.16</td>
</tr>
<tr>
<td>525</td>
<td>12</td>
<td>—</td>
<td>0.18</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>634</td>
<td>14</td>
<td>0.21</td>
<td>0.26</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>751</td>
<td>15</td>
<td>0.23</td>
<td>0.28</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.15 (−0.15) −0.13</td>
</tr>
<tr>
<td>811</td>
<td>16</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>0.07</td>
<td>0.05</td>
<td>—</td>
</tr>
<tr>
<td>902</td>
<td>17</td>
<td>0.23</td>
<td>0.27</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.58 (−0.58) −0.50</td>
</tr>
<tr>
<td>953</td>
<td>18</td>
<td>0.20</td>
<td>0.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.17 (−0.17) −0.15</td>
</tr>
<tr>
<td>954</td>
<td>19</td>
<td>0.19</td>
<td>0.25</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.27 (−0.27) −0.24</td>
</tr>
<tr>
<td>1000</td>
<td>20</td>
<td>0.25</td>
<td>0.37</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−0.25 (−0.25) −0.22</td>
</tr>
</tbody>
</table>

* Low end of range is from using censored values increased to maximum–maximum temperature, middle of range from using data as is, and high end of range from using data linearly adjusted to agree with COOP station temperatures.
Table 4. Regionwide Sen's slopes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sen's slope change in mean daily all-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen's slope change in mean daily driest-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen's slope change in mean daily wettest-months $P$ (mm day$^{-1}$ yr$^{-1}$)</th>
<th>Sen's slope change in daily median $T$ (°C yr$^{-1}$)</th>
<th>Sen's slope change in daily min $T$ (°C yr$^{-1}$)</th>
<th>Sen's slope change in daily max $T$ (°C yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSMK on all sites</td>
<td>0.11</td>
<td>0.09</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.02$^b$</td>
</tr>
<tr>
<td>Sites with significant SMK tests$^c$</td>
<td>0.000076$x$ + 0.15$^b$</td>
<td>0.000215$x$ + 0.09</td>
<td>—</td>
<td>—</td>
<td>0.08</td>
<td>$-0.26$ ($-0.24$ $-0.21$)</td>
</tr>
<tr>
<td></td>
<td>$-0.37$ ($-0.32$ $-0.27$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Low end of range from using censored values increased to maximum–maximum temperature, middle of range from using data as is, and high end of range from using data linearly adjusted to agree with COOP station temperatures.

$^b$ These numbers have a higher $p$ value than the $\alpha = 0.10$ level. See text for more details.

$^c$ Linear least squares regression is fit to Sen’s slopes with significant SMK test results, if the regression line has only a significant intercept then the mean of the Sen’s slopes is reported; otherwise, the regression line equation is reported with variable $x$ as the elevation of the site in meters.
Precipitation change is often reported as percent. Using the linear least squares regressions of the site CTMs versus elevation in Figure 6 (\(y = 0.00567x + 1.93\) and \(y = 0.00785x + 3.48\) for all months and the driest months, respectively) and the linear least squares regressions of the Sen’s slopes versus elevation in Figure 9, an average percent change per year was computed. The result was +14\% \text{yr}^{-1} \text{at sea level decreasing to } +2\% \text{yr}^{-1} \text{at } 1000 \text{m for all months and } +5\% \text{yr}^{-1} \text{at sea level decreasing to } +4\% \text{yr}^{-1} \text{at } 1000 \text{m for the driest months.}

### 4.2. Regional and elevation gradient patterns of temperature trends

In all three derived temperature statistics, multiple sites showed significant trends with the SMK test at the \(\alpha = 0.10\) level, but the RSMK test only found significant regional trends at the \(\alpha = 0.10\) level for daily maximum temperature (\(p\) value of the daily minimum regional trend was not quite small enough) (see Table 4). The data were positively autocorrelated between blocks in the regional compilation of each of the three derived temperature statistics. For daily median, minimum, and maximum temperature, Sen’s slopes were estimated at each site and are shown plotted against site elevation in Figure 10. Sen’s slopes from sites with significant trends detected by the SMK test at the \(\alpha = 0.10\) level are shown in solid circles in Figure 10; sites with insignificant (but contributing to the significant regional trend) trends are shown in open circles. A linear least squares regression
line was fit to only the Sen’s slopes at sites with significant trends. None of the derived temperature statistics had even a slightly significant relationship between linear trend and elevation (i.e., the regression line did not have a significant slope), but the intercept of the regression line was significant for daily minimum and maximum so the mean of the significant trends is reported for these (see Table 4) and a horizontal line is plotted at the mean of the significant trends in Figure 10. The mean of the significant trends in the daily median was not significantly different from zero.

There was no significant trend found for the whole region daily median temperature. There were seven sites with significant trends from the SMK test (see
Table 3), but they were not in the same direction so it was expected that the regional test would not find a significant trend. All Sen’s slope linear trends are shown in the top plot of Figure 10.

There was slight evidence that the trend for the whole region daily minimum temperature was small and positive (see Table 4) since the $p$ value after adjustment for autocorrelation was 0.12 (slightly above the $\alpha = 0.10$ level). In contrast, there was strong evidence that the trend for the whole region daily maximum temperature was a magnitude larger in size and in the opposite direction, negative, since the $p$ value for the RSMK test was 0.02. In the bottom plot of Figure 10, the range of Sen’s slopes at each site is plotted, with the slopes (and line of mean of significant slopes) from the data derived from the observed 30-min temperatures in black. The lower bounds on the slopes from the data derived from the observed 30-min temperatures with the censored values increased to the maximum possible true value (100°C) are in dark gray. The upper bounds on the slopes from the data derived from the observed 30-min temperatures linearly adjusted by the correction factor 0.87 are in light gray. Note that the points plotted on top of each other in the bottom plot of Figure 10 were either all significant or all not significant, since the results of the SMK test do not change from the two adjustments to the data.

5. Discussion

This section discusses the trend results found here, the trend results found elsewhere and how these two sets of results can be reconciled in regards to the future of northeastern PR.

5.1. Trends found in this study

The results showed a positive trend from 2001 to 2013 in daily-mean precipitation in northeastern PR considering all months of the year with a slightly larger positive trend in driest-months daily-mean precipitation. The trends were around $+0.1$ mm day$^{-1}$ yr$^{-1}$. The driest months were the driest months in each of the dry season, early rainfall season, and late rainfall season. Analyzing the driest months of the DS, ERS, and LRS (as opposed to the rainfall seasons as a whole) allowed a pattern to be seen even though the rainfall seasons exhibit spatial and temporal variability (Briscoe 1966; Curtis 2002; García-Martínó et al. 1996; Giannini et al. 2000; Zalamea and González 2008). There was evidence that the magnitude of the trend in the driest-months precipitation was linearly increasing as elevation increases; the evidence for the linearly increasing trend with elevation was much stronger for driest months than when considering all months of the year (see Figure 9). Since the mean yearly amount of precipitation was greater at higher elevations (see Figure 6), this means the wetter higher elevations got wetter from 2001 to 2013 and the drier lower elevations got slightly wetter. When the increase was calculated as a percent, the result at the average elevation of 500 m was $+3\%$ yr$^{-1}$ for all months and $+4.5\%$ for the driest months, with a smaller percentage increase at the higher elevations and a larger percentage increase at the lower elevations. Since the wetter months of the rainfall seasons did not show any trend, there was a trend of a shrinking difference between the drier months and the wetter months and more so at higher elevations.
For temperature, the results showed no trend in daily median temperature from 2001 to 2013 but a positive trend in the daily minimum temperature (+0.02°C across the region) and a larger negative trend in the daily maximum temperature (likely an order of magnitude larger in size). Thus, the results showed a trend of decreasing diurnal temperature range (DTR). There was more evidence that the negative trend in daily maximum temperature was regionwide than was the positive trend in daily minimum temperature. The trends in temperature appeared to be uniform across the elevation gradient (see Figure 10). The direction of the daily maximum trend was reliably computed (negative), but the size of the trend was less certain because of instrument errors of radiant heating (creates observations that need to be adjusted) and saturation (creates censored observations).

Using outside data sources and assuming a linear adjustment was satisfactory, the observations were scaled and an estimation of the trend magnitude was computed. If the effect of the radiant heating of the sensors was nonlinear such that the hottest temperatures were elevated proportionally more than the average hot temperatures, then the estimated size of the negative trend should have been less. Conversely, if the effect of radiant heating was a scalar overestimation and not a linear effect, the trend of the actual maximum temperatures should have been the same as that estimated with the observed data.

Data from censored observations were all raised to a maximum possible value of 100°C to compute a bound on trend magnitude. The trend was thus estimated to not be any more negative than −0.26°C yr\(^{-1}\) across the region. If the maximum possible value was lowered to a more likely (but not inconceivable to exceed) 45°C, the bound would still be computed at −0.26°C yr\(^{-1}\).

### 5.2. Trends from previous research on other time periods

Previous research has been done on trends in precipitation and temperature on past time periods and (projected) future time periods. The past trends are from data at the scale of a few sites in northeastern PR, and the future trends are from global climate model data at the scale of the whole Caribbean. Because the past and future trend studies use such small and large scales, respectively, they are not able to detect differences in trends along an elevation gradient.

#### 5.2.1. Past climate trends

Generally, increasing trends have been found in past climate precipitation, in agreement with the results found in this study. Greenland and Kittel (2002) analyzed one of the longer temporal precipitation records in northeastern PR, resulting in estimates of the trends from 1932 to 1994 at one site. They report a significant increasing trend for precipitation in the DS only (recalculated to mean daily of +0.032 mm day\(^{-1}\)). In contrast, Torres-Valcárce et al. (2014) found mostly decreasing trends in precipitation at 139 stations across PR for 30-yr periods for 1900–90. However, although the study does not separate out results by geographic region such as the northeast, they do show pictorially that the wet forest (most of northeastern PR is wet forest) has a possible increasing trend in the 30-yr periods, and the decreasing trends are coming from the moist and dry forests. Furthermore,
they found increasing trends at across PR in the recent period of 1990–2007. Beck et al. (2013) also found an increasing trend of 0% yr\(^{-1}\) to +0.1% yr\(^{-1}\) from the seven COOP stations (see Figure 1) in northeastern PR for 1955–2010. They did not report the site-specific trends, making no inferences about elevation gradient trend patterns. They also did not report significance levels. However, Méndez-Lázaro et al. (2014) did report that these increasing trends were significant at two of the COOP stations and one other site for 1955–2009 (they only looked at three of the COOP stations). Using more recent past data, Durre et al. (2009) inferred an increasing precipitation trend from 1973 to 2006 since they found an increasing trend in precipitable water in the atmosphere at a site in PR (and the whole of the eastern United States). Scholl and Murphy (2014) studied shorter-term trends from 1992 to 2012 at two sites and years 2000–11 at one site and found about +0.4 mm day\(^{-1}\) yr\(^{-1}\) for all three sites. One previous study did find a decreasing trend for precipitation from 1988 to 2003 of −0.20 mm day\(^{-1}\) yr\(^{-1}\) at one site in northeastern PR (Heartsill-Scalley et al. 2007).

Previous research in past climate temperature seems to indicate that longer-term trend is predominately an increasing maximum daily temperature, while the shorter-term trend is predominately a decreasing DTR from the increasing minimum daily temperature. Greenland and Kittel (2002) found longer-term trends for temperature (1932–94) at one station with a mean daily trend of +0.007°C yr\(^{-1}\), a minimum daily trend of −0.009°C yr\(^{-1}\), and a maximum daily trend of +0.024°C yr\(^{-1}\). Conversely, Burrowes et al. (2004) found an increasing trend for minimum daily temperature at one station of +0.02°C yr\(^{-1}\), in agreement with the results here. Their study was shorter term (although longer than and before this study), covering the years 1970–2000. Stephenson et al. (2014) saw a continuance of this trend at one station in PR, with an increase of +0.03°C yr\(^{-1}\) for minimum daily temperature for the years 1986–2010. Their study also agreed with the direction of the maximum daily temperature trend found here but not with the magnitude; they found a decrease of −0.01°C yr\(^{-1}\) for maximum daily temperature for the years 1986–2010. Notably, their results showed that most of the surrounding Caribbean countries had both increasing trends in minimum and maximum daily temperature (still with a decreasing trend in DTR) and the decreasing trend in maximum daily temperature in PR is more of local effect (Stephenson et al. 2014). Vose et al. (2005) also found regional-averaged increasing trends in minimum daily temperature and maximum daily temperature and a decreasing trend in DTR for the years 1979–2004, with smaller-magnitude trends for the years 1950–2004.

5.2.2. Future climate trends

Studies of future climate scenarios from global climate models (GCMs) covering PR agree on their prediction of an increasing trend for temperature of 0.01°C yr\(^{-1}\) to +0.03°C yr\(^{-1}\) (+1° to +3°C in 100 years), but the direction and timing of the precipitation trend is more uncertain ranging from −0.5% yr\(^{-1}\) (−50% in 100 years) to +0.2% yr\(^{-1}\) (+10% in 50 years) and how the specific rainfall seasons will change from short term to long term is also controversial (Angeles et al. 2007; Campbell et al. 2011; Hall et al. 2013; Karmalkar et al. 2013).
Regional climate models (RCMs) that allow SSTs to dynamically interact with changes in the atmosphere (models not yet developed) may give different results than the steady drying simulated by most GCMs (Karmalkar et al. 2013). GCMs simulate large-scale convective processes and do not simulate the orographic processes on small mountain ranges such as the Luquillo Mountains, nor can they resolve the timing of climate change effects on localized areas (Scholl and Murphy 2014). This may be why the results of this study are not in agreement with future climate predictions.

5.3. Physical mechanisms behind trends

The differences in the trends along the elevation gradient have not been studied previously in PR, but they have been studied in other areas. Observational and theoretical studies have suggested that higher elevations can identify interannual climatic fluctuations and longer-term climate change more readily than lower elevations, because the greenhouse gas warming signal is more clearly detected at the higher elevations (Beniston and Rebetez 1996; Giorgi et al. 1997; Li et al. 2012; Liu et al. 2009). Some studies have found evidence for a stabilizing atmosphere causing differences in the trends along the elevation gradient (Cao et al. 2007; Giambelluca et al. 2008). Their results show an enhanced increasing trend in temperature with elevation (but would be also supported by a diminishing decreasing trend in temperature with elevation). The inability of this study to detect a difference in the temperature trends along the elevation gradient may be due to the short record of data, as suggested by Liu et al. (2009).

The 12 years of data analyzed here is not long enough to separate true climate change from the decadal cycle of the NAO (Taylor et al. 2002) and SST (Jury and Gouirand 2011), the 10–20-yr cycle of the AMO (Hodson et al. 2010), or the quasi-decadal cycle of the interaction of all these cycles (Gouirand et al. 2012). It is potentially long enough to rule out causality by the ENSO 3–5-yr cycle (Murphy and Stallard 2012). Stephenson et al. (2014) show evidence that the positive phase (and transitional phase) of the AMO starting in the late 1980s is the driver for increasing precipitation and higher temperatures in the Caribbean. Continued monitoring will be necessary to assess climate changes.

Nonclimatic changes may also be responsible for the trends found here. A study by Torres-Valcárcel et al. (2014) suggests that, if the positive trend in precipitation is not simply part of a climate cycle, it may be due to increasing urban development and a higher sensitivity or response to urban impacts in wetter areas of PR such as the northeast. Giambelluca et al. (2008) found evidence in Hawaii that urbanization has countered daytime warming and enhanced nighttime warming, possibly resulting from cloud cover increase at night. The results from this study support such a hypothesis; a decreasing trend in maximum temperature (occurring during the day) and an increasing trend in minimum temperature (occurring during the night) were found in northeastern PR. Future studies in northeastern PR will focus on cloud base height measurements and the analyses of the relationship of cloudiness and changes in climate (precipitation, temperature, and radiation) along the elevation gradient.
5.4. Implications

The objective of this study was to look at the difference in the trends in statistical components of precipitation and temperature along an elevation gradient, something that had not previously been done in PR. Cloud forest ecosystems only occur at the highest elevations in northeastern PR and are very sensitive to changes in central measures (e.g., mean, median) of precipitation and temperature and also to changes in statistical components of precipitation and temperature (e.g., driest months, daily maximum) (Foster 2001; Still et al. 1999). Amphibians that now only exist below 400 m are very sensitive to changes in daily minimum temperature and drought (Burrowes et al. 2004). Forest types are distributed by elevation and changes to the pattern of precipitation and temperature along the elevation gradient would change the distribution, which could potentially affect the allocation of endemic species (Scatena 1998). The effect of nighttime warming (increase in minimum temperature) in enhancing nighttime respiration has been shown to favor some plant species over other species, reducing diversity in ecosystems (Alward et al. 1999). These and many other examples are the reason that patterns of trends along the elevation gradient and not just the overall trends are important. It is significant that this study found a difference in the trends in statistical components of precipitation along an elevation gradient. Tropical ecosystems across the globe are highly sensitive to climate, and individual regions are able to support their diversity of species because of their variability of climate across elevation gradients (Denslow 1987; Enquist 2002; Halpin 1997; Hilbert et al. 2001; Phillips and Gentry 1994; Vitousek 1998). The results from this study emphasize that differing patterns of climate change across the elevation gradients of tropical ecosystems should be considered a possibility when looking toward the future.

6. Conclusions

The results of this study show that components of precipitation had different absolute and percentage trends along an elevation gradient in northeastern PR from 2001 to 2013. The driest months of the rainfall seasons had a positive trend that increased as elevation increased, and the overall positive precipitation trend may have also increased in magnitude with elevation. In temperature, the trends did not appear different along the elevation gradient, but it is notable that the range of the daily temperature changed without necessarily changing the daily median temperature, by a decreasing daily maximum temperature trend. Studies of precipitation and temperature trends in PR and tropical regions across the globe should look at how the trends in the different components change with elevation, since the diversity of tropical biological life is highly elevation dependent and different species are sensitive to different components of precipitation and temperature.
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